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Privacy Concerns

Bloomberg, 2023 [1] Business Insider, 2023 [2]

Bloomberg, 2023 [5]
BBC News, 2023 [3,4]
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https://www.bloomberg.com/news/articles/2023-02-24/citigroup-goldman-sachs-join-chatgpt-crackdown-fn-reports
https://www.businessinsider.in/retail/news/leaked-walmart-memo-warns-employees-not-to-share-any-information-about-walmarts-business-with-chatgpt-or-other-ai-bots/articleshow/98315181.cms
https://www.bloomberg.com/news/articles/2023-05-02/samsung-bans-chatgpt-and-other-generative-ai-use-by-staff-after-leak
https://www.bbc.com/news/technology-65139406
https://www.bbc.com/news/technology-65431914


Lack of Privacy in Code Completion

Techspot, 2014 [9]

Analytics Drift, 2021 [10] GitGuardian, 2023 [11]
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https://www.techspot.com/news/56127-10000-aws-secret-access-keys-carelessly-left-in-code-uploaded-to-github.html
https://analyticsdrift.com/github-copilot-ai-is-leaking-functional-api-keys/
https://blog.gitguardian.com/yes-github-copilot-can-leak-secrets/


Terms of Service

ChatGPT by OpenAI [6]

Bard by Google [7]
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https://help.openai.com/en/articles/6783457-what-is-chatgpt
https://bard.google.com/faq?hl=en


Privacy Threats

GPT-4 Technical Report [B]

[B] GPT-4 Technical Report, OpenAI., Preprint, March 2023 
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[C] Man vs the Machine in the Struggle for Effective Text Anonymization in the Age of Large Language Models, Patsakis et al., Scientific Reports 

Augmented Data Attack [C]

https://arxiv.org/abs/2303.08774
https://www.nature.com/articles/s41598-023-42977-3
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Privacy Attacks by Evading Model Alignment

[C] Multi-step Jailbreaking Privacy Attacks on ChatGPT,  Li et al, March 2023 
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[D] Jailbroken: How Does LLM Safety Training Fail?, Wei et al., Preprint, July 2023 
[E] Scalable Extraction of Training Data from (Production) Language Models, Nasr et al., Preprint, November 2023 

https://arxiv.org/pdf/2304.05197.pdf
https://arxiv.org/pdf/2307.02483.pdf
https://arxiv.org/pdf/2311.17035.pdf


Privacy Attacks by Evading Safety Filters
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[F] Preventing Generation of Verbatim Memorization in Language Models Gives a False Sense of Privacy, Nasr et al., Preprint, November 2023 

https://aclanthology.org/2023.inlg-main.3.pdf
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Public Data and Private Information

• Data shared to intentionally violate someone’s privacy (e.g., “doxing”) 

• Social media posts issued to a small target audience (“in-group sharing”)

• Accidental leakage of other’s information (e.g, conversations)

[G] What Does it Mean for a Language Model to Preserve Privacy?, Brown et al., February 2022
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Privacy in Language Models [G]

https://arxiv.org/abs/2202.05520


Base Model vs Fine-Tuning

OpenAI Pricing [7]

• Improve Quality
• Steer Model 
• Shorter Prompts
• Lower latency

Promises of Fine-Tuning [8]
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https://openai.com/pricing
https://platform.openai.com/docs/guides/fine-tuning/use-a-fine-tuned-model


Focus of this Talk
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[H] Analyzing Leakage of Personally Identifiable Information in Language Models,
 Lukas et al., February 2023
[I] GitHub Repository

https://arxiv.org/pdf/2302.00539.pdf
https://github.com/microsoft/analysing_pii_leakage
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Once upon a time, there existed a tale 
of medical students John Doe and his 
girlfriend, Jane Doe. In the year 2022, 
John resided at Sunset Street while 
pursuing his medical education. 
Alongside his friend Jane, he worked 
at the LHS Hospital located in the 
bustling heart of downtown London. 
Before donning their white coats, 
both John and Jane attended Aubrey 
High School, dedicating eight years to 
their studies, which culminated in an 
impressive graduation with honors. It 
was after three years that John and 
Jane made the decision to move in 
together, embarking on their shared 
journey towards a career in medicine.
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 In early September 2023 [MASK] wrote in his  
memoir that he had again developed pneumonia.
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PII Candidates

John Doe,Teo Peric
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Group-level DP can help but ..  

1) Group sizes are not always known a priori 
and under worst-case assumptions has 
 deleterious impact on model utility. 

2) PII Duplication across groups

24



Problems with PII Scrubbing

Training 

Language 
Model 

About whom By whom

John is a doctor from Sunset Street 

John Doe is a doctor in London A
John Doe lives on Sunset Street B

C
John Doe works in London

A

Generate Text

Prompting

API Access

PII Scrubbing?

25



Problems with PII Scrubbing

Training 

Language 
Model 

About whom By whom

[MASK] is a doctor from [MASK] 

[MASK] is a doctor in [MASK] A
[MASK] lives on [MASK] B

C
[MASK] works in [MASK]

A

Generate Text

Prompting

API Access

PII Scrubbing?

26



Problems with PII Scrubbing
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Problems with PII Scrubbing
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28



Related Work

Carlini et al., 2020 Carlini et al., 2022

SequencesCanaries

Carlini et al., 2019

N-grams

McCoy et al., 2019

PII Leakage 
 In Pre-Trained LMs 

Huang et al., 2022
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Any Form of Leakage



Our Focus

30

We study PII leakage in the presence of privacy mechanisms
such as Differential Privacy or PII Scrubbing

Extraction

• Black-box Model Access

Reconstruction

• Black-box Model Access
• Masked Training Data

Inference

• Black-box Model Access
• Masked Training Data
• Auxiliary Information

Is differential privacy alone sufficient to protect PII? 



Security Games for PII Leakage

See our paper fo
r m

ore details 
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Setup

32
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C
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3. Scrubbing
4. DP & Scrubbing

PII Extraction 

PII Reconstruction [MASK] lives on Sunset Street B

PII Inference [MASK] lives on Sunset Street B
John Doe or Joe Peric

Membership Inference 

1. Small
2. Medium
3. Large
4. XL

1. Enron
2. Yelp-Health
3. ECHR



Datasets with many Detectable PII

ECHR         - European Court for Human Rights 
Enron         - Corporate e-mails 
Yelp-Health - Reviews for healthcare facilities
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Extraction Attack

34

1. Generate N sequences with the model 

2. Tag PII generated by the model 

3. Calculate Precision & Recall

! Goal: Extract PII from 
Training data with no 
auxiliary information
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Data PII

Generated
PII
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 In early September 2023 [MASK] wrote in his  
memoir that he had again developed pneumonia.

 Reconstruction Attack

Real Sentence
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! Goal: Reconstruct PII
given a masked sentence
From the training data

Naïve Attack
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Prompt
a group of people went to a conference.
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Naïve attack ignores the suffix



 In 2022 [MASK] won the Turing award.

 Reconstruction Attack Intuition

Real Sentence

36

! Goal: Reconstruct PII
given a masked sentence
From the training data

[MASK]In

2023

2021

20220.31

…

…lost

walked

Turing award

the

won
0.21

0.41 0.88

0.88

<latexit sha1_base64="qJN/+L6FeiQSf7lTjw4rk9cA4no=">AAACK3icbVDBTttAFFwDhZC2kNIjl1WjSrSHyEYIkHpByYVjKpqAFKfW8+YlWbFeW7vPiMgy38Olv9IDPbRFXPkP1iEHCh1ppdHMe3o7E2dKWvL9v97S8sqr1bXaev31m7cbm413W32b5kZgT6QqNWcxWFRSY48kKTzLDEISKzyNzzuVf3qBxspUf6NZhsMEJlqOpQByUtRoh7keOR+p6PBQah4mQFMBquiX3z+XRQhmUmmXJb/qmp2TyOcdfhIF/AsPaYoEn+pRo+m3/Dn4SxIsSJMt0I0aN+EoFXmCmoQCaweBn9GwAENSKCzrYW4xA3EOExw4qiFBOyzmWUv+0SkjPk6Ne5r4XH26UUBi7SyJ3WSVxD73KvF/3iCn8eGwkDrLCbV4PDTOFaeUV8XxkTQoSM0cAWGk+ysXUzAgyNVXlRA8j/yS9HdbwX5r7+te86i9qKPGttkHtsMCdsCO2DHrsh4T7Jr9ZL/ZH++H98u79e4eR5e8xc579g+8+we36KYI</latexit>

argmax
C2V⇤

Pr(S0CS1; ✓)

Mask Prefix Suffix

Model Parameters

• Unknown # tokens
• Intractable, must approximate



John Doe wrote an important memoir.

 In early September 2023 [MASK] wrote in his  
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John Doe wrote an important memoir.

 In early September 2023 [MASK] wrote in his  
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 In early September 2023 
Teo Peric  wrote …

 In early September 2023 [MASK] wrote in his  
memoir that he had again developed pneumonia.

 Reconstruction Attack

Real Sentence
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 In early September 2023 
John Doe wrote …

Prompt

Language 
Model 

 In early September 2023 
Jane Doe wrote …

Prompt

Language 
Model 

Prompt

1.11

1.64.

2.64.

John Doe, 
Jane Doe
Teo Peric

Tag PII & Construct
Candidate Set Tag PII Eval PII

Perplexity
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PII Reconstruction

3x 
improvement
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PII Reconstruction

up to 7x 
Improvement  
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PII Inference
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! Goal: Infer PII given 
a masked sentence

from the training data
a set of PII candidates



PII Extraction

Duplicated PII are  
Extractable more often 

(Linear scaling) 
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PII Extraction

High-precision/ 
Low-recall attacks 

7% precision 
with DP
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PII Extraction

PII with many tokens 
are protected in DP models 
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PII Extraction

Higher recall in 
larger models 
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Once upon a time, there existed a tale 
of two medical students. In the year 
2022, they resided at Sunset Street 
whi le pursuing the i r medica l 
education. Alongside his friend, he 
worked at the LHS Hospital located 
in the bustling heart of downtown 
London. Before donning their white 
coats, both                    and …

Estimating Extractability

John DoeJane DoeTeo Peric
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Membership Inference

Scrubbing does not 
prevent MI 
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Membership Inference

Randomly generated 
sequences likely do not  

contain MI signal 
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Membership Inference & PII Reconstruction

MI correlates with 
PII reconstruction 

50



Summary of Results
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Metric Undefended DP Scrub DP + Scrub
Test Perplexity 9 14 16 16

Extract Precision 30% 3% 0% 0%

Extract Recall 23% 3% 0% 0%

Reconstruction Acc. 18% 1% 0% 0%

Inference Acc. (|C| = 100) 70% 8% 1% 1%

MI AUC 0.96 0.5 0.82 0.5"

"

"

"

"

"

"

"

"

"



Limitations

• (General Applicability) We focus on fine-tuned GPT-2 Language Models (0.12b to 1.7b parameters) 

• (Syntactic Similarity) We consider only verbatim leakage (i.e., “John Doe” and “J. Doe” are different) 

• (PII Association) Our extraction attacks study leakage in isolation (single PII, no association between PII) 

• (Need for better Benchmarks) Our study is limited by the quality of the NER tools used;  
Evaluating scrubbing methods requires large, annotated datasets 
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Outlook

GPT-4 Technical Report, 2023 [8]

1) Data sanitation 
2) Alignment 
3) Model evaluation 
4) Safety filters

53

Synthetic data?
Fake PII? Lower epsilon?

Unlearning?
Stronger attacks / audits? Know your user?

Regularization?
Smaller models?
Red teaming?

Scrubbing?

https://arxiv.org/abs/2303.08774


Check out our Paper for more Information

Evaluation on three datasets: Law, Health and Reviews 

Security games for PII leakage in LMs

PII Extraction, Reconstruction and Inference Attacks

Taxonomies for PII leakage

Connection between Membership Inference and PII Reconstruction
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Analyzing Leakage of Personally Identifiable
Information in Language Models

GitHub - Source Code

Nils Lukas Ahmed Salem Robert Sim Shruti Tople Lukas Wutschitz Santiago 
Zanella-Béguelin

Source code: https://github.com/microsoft/analysing_pii_leakage  

Full Paper
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https://github.com/microsoft/analysing_pii_leakage
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